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In this paper, we demonstrate an AI-based Knowledge Management System that is intended to support new ways of 

knowledge interaction, especially in small organizations. Besides the efforts of leading technology providers such as 

Google, Microsoft, Apple, etc., our demonstration seeks to enable organizations to implement their own sovereign 

knowledge systems on a technological eye level. We explain the architecture of Retrieval Augmented Generation (RAG), 

which allows large language models (LLMs) to be extended with certain context-specific knowledge without further 

training. The system was co-designed in close collaboration with two companies in different consulting industries. 

CCS CONCEPTS • Human-centered computing → human computer interaction (HCI) • Computing methodologies → 

Artificial intelligence → Natural language processing 

Additional Keywords and Phrases: Knowledge Management, KMS, Artificial Intelligence, Retrieval Augmented Generation 

1 INTRODUCTION 

The design of Knowledge Management Systems (KMS) in organizations already has a long tradition in Human-Computer 

Interaction (HCI) [1–6]. However, knowledge management still faces several challenges that are now turning into exciting 

opportunities thanks to the evolution of AI and the growing capabilities of Large Language Models (LLMs) [7]. Knowledge 

management in organizational settings, such as companies, public authorities, or even private households, is about making 

relevant knowledge of an individual accessible and useful for themselves or others at any time in a collaborative manner. 

This is not just about sharing knowledge, but also ensuring that it can be understood and effectively applied by others [4, 

8]. 

In this context, codifying knowledge into an organizational memory and ensuring its efficient dissemination and 

storage is still a significant challenge [7, 9]. The aim should be to conserve knowledge within the organization so that it is 

not going to be lost or forgotten [10], which can be a risk in, for example, commercial enterprises due to staff turnover [11] 

or even in private households due to needed bureaucracy-literacy of paperwork tasks [12, 13]. 

Emerging distributions from leading technology providers, like, for instance, Gemini from Google, CoPilot from 

Microsoft, ChatGPT from OpenAI, Apple Intelligence, etc., promise a revolutionary improvement in interacting with 

contextual knowledge, documents, emails, and much more1. Therefore, Artificial intelligence (AI) is currently considered 

to have the potential to significantly improve KMS by facilitating interaction in the capture, storage, retrieval, sharing, and 

 
* Corresponding author  
1 gemini.google.com; https://io.google/2024/ (Google I/O Keynote regarding AI; access: 06/2024); copilot.microsoft.com; news.microsoft.com/reinventing-

productivity/ (title: “Introducing Microsoft 365 Copilot”; access: 06/2024) openai.com/chatgpt; www.apple.com/apple-intelligence; apple.com/apple-

events/ (WWDC24 regarding Apple intelligence; access: 06/2024) 
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application of knowledge within organizations in terms of natural language [7]. Studies show from a user perspective that 

AI assistants or chatbots such as ChatGPT can help to facilitate domain-specific knowledge access [14–17] and thus 

promote further education [18, 19]. Whereby voice-based assistants and chatbots are able to provide knowledge in real 

time [7]. In addition, in automatically creating and maintaining knowledge repositories, AI eases moderation tasks [20], as 

well as simplifies knowledge retrieval for users by automatically summarizing and categorizing relevant information and 

genuinely understanding user requests using natural language [7]. Furthermore, according to Pai et al. [21], AI is able to 

assist in capturing and disseminating tacit knowledge. 

An approach that is increasingly being used to combine AI and knowledge management is Retrieval Augmented 

Generation (RAG), which is an innovative hybrid method that can combine LLMs with retrieved documents to fulfill 

context-sensitive knowledge tasks. By dynamically integrating up-to-date external knowledge without re-training an LLM, 

the potentials of RAG are significant [22]. 

In recent years, LLM innovations increasingly provided the opportunity to overcome budgetary limitations of smaller 

businesses and even private individuals and to enable low-cost work support as a commodity. In addition, where large 

enterprises have been working with complex KMS solutions for a long time and have moderated Wikis or other larger 

systems, leaner implementations are now also practicable, as we will show in the following. However, the handling of 

knowledge involves confidentiality aspects that restrict users from using solutions from (foreign/ external) LLM providers, 

especially in industries such as banking, which hinders the use or effective performance of knowledge work [23]. 

In this paper, we present an AI-based KMS that utilizes an LLM with RAG to demonstrate an innovative and usable 

solution for organizations. While leading technology providers such as Google, Microsoft, and Apple are striving to 

holistically integrate proprietary AI assistants into their operating systems and office software, we have developed a stand-

alone open-source solution designed to meet the knowledge management needs of small organizations. Our prototype aims 

to enable organizations to create their own sovereign KMS solutions based on AI. In doing that, our system addresses the 

need for confidentiality of the organization’s knowledge, as highlighted by Hasan & Zhou [23], by exclusively using open-

source AI models in self-controlled (hosted) environments. 

In designing such a system, we followed a user-centric approach and developed the system in close and participative 

cooperation with two small companies in the consulting sector (business management consulting and consumer counseling 

for household paperwork). The development involved several co-design workshops, ten interviews with employees (five 

from each company), and a first click-dummy testing (high-fidelity prototype) to incorporate direct user feedback. Running 

this approach, we ensured a usable design for this context of use. 

In the following, we describe the architecture and UI of an actually realized system in detail and conclude with a 

discussion of (our) future work on this topic. 

2 THE SYSTEM 

2.1 The System’s Architecture 

The system has been developed as an open-source project and its components can be deployed in any (Linux) environment 

(Public/ Private Cloud or On-Premises) by organizations themselves or by trusted providers. 

As shown in Figure 1, the architecture consists of multiple modules, which work together to build the AI-based RAG 

system: The knowledge base, the text-embedding model, the vector database, and the LLM. All of the modules play a 

distinct role in processing user prompts. 
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Figure 1. Overview of the System’s Architecture 

The textual data in the knowledge base is processed using a text-embedding-model. This model converts chunks of text 

into vector representations, essentially numerical representations of the text. These vector representations allow us to 

compute the similarity between different texts by measuring the distance between their vectors. The text-embedding model 

is specifically trained to generate these numerical representations, facilitating the comparison and retrieval of relevant 

information from the knowledge base. As a text-embedding-model, we use the jina-embeddings-v2-base-de by Jina AI, 

which is a German/English bilingual text-embedding-model2. 

The vector data generated by the text-embedding model, along with additional metadata such as the associated text 

chunk, the document name, and a unique identifier for each document, is stored in a vector database. Vector databases are 

specifically designed to handle large-scale and dynamic vector data, which is produced by machine learning models 

transforming unstructured data into feature vectors for various types of data analytics. We utilize the open-source vector 

database Qdrant, which supports efficient data retrieval functionalities for RAG systems3. This setup ensures that the 

system can efficiently manage and retrieve relevant information from the extensive and dynamic datasets involved. 

User queries are also transformed into text embeddings. The vector database then efficiently identifies the k-nearest 

text chunks that are most similar to the user’s query. These relevant text chunks are retrieved from the knowledge base and 

combined with the user’s prompt. This integration provides contextual information - the relevant knowledge - from the 

knowledge base to the LLM, enhancing its ability to generate accurate and relevant responses. 

Finally, the LLM module processes the user’s prompt, now enriched with knowledge and metadata, such as document 

titles, pages, etc. It also includes an additional instruction for the LLM to generate responses based on the provided 

document texts and to include references. This ensures that the LLM delivers accurate, contextually informed answers to 

user queries. 

2.2 The System’s UI 

The UI of the system allows the user to organize knowledge within various knowledge artifacts, respectively PDF files, 

which the user can upload and administrate by himself (cf. Figure 2). One can organize these files thematically into a 

common folder-like structure that we call “Objects” (A). The files also can be selected within the Objects (B) to interact 

with them in a chat (C). 

 
2 https://huggingface.co/jinaai/jina-embeddings-v2-base-de 
3 https://qdrant.tech/rag/ 

https://huggingface.co/jinaai/jina-embeddings-v2-base-de
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As shown in Figure 2 on the left side, in the object section (A), the objects are selectable (1), searchable (2), all 

selectable at once (3), or new objects can be added (4). Within one object - or all objects - (B), files can be added (5) or 

individually selected for interaction (6). The user can select single or multiple items if he wants to use the knowledge of 

certain files. Interaction with the knowledge takes place within the chat based on natural language through question-and-

answer. The answer is based only on text, which comes from the LLM and is enriched with high accuracy (thanks to a 

strong text-embedding model) exclusively by using knowledge from the knowledge base to avoid hallucinations. The full-

text answer is given with the source where the knowledge comes from so that the user can check for himself. 

The right side of Figure 2 shows that a user can also select all files at once (i), to search through the entire knowledge 

base when unsure of where the relevant knowledge is stored. 

 

 

Figure 2: Screenshot of the System’s UI (left: Interacting with selected Travel documents; right: all documents selected) 

3 FUTURE WORK 

In this paper, we have demonstrated the design of an AI KMS based on an LLM with RAG to prototype new ways of 

knowledge management and interaction in different organizations. Besides the endeavors of leading technology providers, 

our goal was to present a sovereign, open-source-based system that enables dedicated knowledge interaction as well as 

confidentiality goals in processing critical data. This enables small and medium-sized companies to implement AI 

themselves on an eye level with leading technology providers. Here, we have shown how to construct such a system using 

an RAG architecture with LLM and how a UI can look that was co-designed with users in two different companies. 

However, the usability, user experience, or adoption of the system has not been extensively tested. Although the co-

design approach with the two companies has provided initial valuable insights into the UI design, there is significant space 

for further studies to evaluate users’ and organizations’ situated behavior, collaboration, etc. in the field. For instance, there 

is a common understanding of manifold kinds of artifacts, such as paper, that are part of the knowledge work, whose 

integration remains an open question with respect to AI systems in general [12, 24]. 

Further work shall address empirical evaluations of the systems’ use in various contexts respectively organizations. 
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